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Application of bioconcentration factors as a useful tool for 

evaluation of compost effect in the stabilization process 
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The paper concerns the study of contamination soil and plant by heavy metals. The 

study investigated the effect of compost on heavy metal uptake by two test plants: winter 

barley and white mustard. The content of metal in the plant was tested using bioconcentration 

factors (BCFT, BCFA) and the pollution level factor (CCL). The investigations were carried 

out under greenhouse conditions with two soils (light and medium). Our goal was to compare 

plants (winter barley and white mustard) in terms of average BCFT (BCFA and CCL) values 

on soils with the addition of metal (copper or zinc). The adequate Student's t-test was used for 

comparison of such two plants with respect to values of BCFT (BCFA and CCL). The BCFT 

and BCFA values strongly depend on the plant species. Presented study proved this 

relationship. Independently of the applied metal and its dose the BCFT and BCFA values were 

always significantly lower for winter barley. Additionally the influence of compost 

amendment on BCFT, BCFA and CCL values was tested. In most cases the values of BCFT, 

BCFA and CCL were significantly lower in the conditions when compost was applied. The 

violin graphs of bioconcentration factors allowed to determine threshold of toxicity of plants. 

Keywords: bioconcentration factors, biowaste compost, heavy metals 
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Assessing importance of variables in classification problems using 

collective intelligence methods 
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Say, we have p-dimensional data matrix X containing n observations coming from two 

groups of data, for example n patients, some of them suffering from ventilatory disorders, and 

the others being in normal state, that is not showing symptoms of such disorders. Our goal is 

to build an algorithm, a discriminant function, which would allow to make a medical 

diagnosis on the basis of the recorded data. Specifically, the problem to be considered is: Is it 

necessary to take all the p observed variables as input to the constructed algorithm. May be a 

subset of size k<p would be sufficient for that purpose? 

The problem has been considered successfully in various aspects by applying various 

statistical methods. The solution depends on the recorded data matrix X. Taking another 

sample, the results will differ. To speak about 'significance' one should know the probability 

distribution of the data. In practice this may cause serious problems. 

Quite different approach is offered by more recent Machine Learning methods, 

especially those working in a supervised mode (see discussion in ref. Breiman 2001). In the 

following, I will consider an interesting methodology called random forests (RFs) , see ref. 

James et al. (2001). RFs can be used both in regression and classification problems. The 

methodology uses the concepts of Collective Intelligence and has favorable properties: 

(i) The RFs work directly on original variables (not on new features derived from them). 

(ii) The RFs can work on mixed type variables, that is  quantitative (numeric) or 

qualitative (categorial). 

(iii) The RFs work without assumption on the probability distribution of the variables. 

(iv) The RFs yield an internal unbiased estimate of the generalization error. 

(v) The RFs offer some non-conventional indices of importance of variables in the 

context of regression and clustering. 

(vi) Moreover, it has been shown that RFs are in principle resistant to outliers. 
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Generally, the principle of the Collective Intelligence methods is to make inference 

relying on large amount of diversified data sets and combine the results to such ones that 

appear 'best' for all the ensemble of the created subsets. The RFs use a large amount of binary 

decision trees constructed from bootstrapped samples. On the base of the huge number of 

subsets some indices of importance of variables in contributing to the final decisions is 

offered (like; MeanDecreaseAccuracy, MeanDecreaseGini ) permitting to take for the analysis 

only those variables, that really matter. The nodes of the trees are established using a 

randomized subset of available variables. The methodology of decision trees and random 

forests can be found in ref. James et. al. (2013). 

 My goal is to study the work of the RF methodology as applied to medical data, 

where the task is screening healthy state persons from those suffering from ventilatory 

disorders.  The analysis will be performed using the R packages 'Random Forest' (Leo 

Breiman and Adele Cutler, 2018) and 'Tree' (Brian Ripley, 2018). 

Keywords: classification, decision tree, random forest, importance of variables 
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Evaluation of deterministic interpolation methods for mapping 

selected parameters of groundwater quality 
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The aim of the study was to analyze spatial variability of selected parameters of 

subsurface waters by using deterministic interpolation methods. In the study we compared 

five interpolation methods such as inverse distance weighting, modified Shepard's method, 

triangulation with linear interpolation and radial basis function with two systems of basis 

functions: multiquadratic and thin plate spline. The cross validation was applied to evaluate 

the accuracy of interpolation methods through the root mean square error, the mean absolute 

error, the relative mean absolute error, the relative mean square error and Willmott’s index of 

agreement. The methods which proved to be optimal were used to create spatial variability 

maps of the analyzed parameters.  

Geostatistical interpolation and visualization were performed in Surfer ver. 15. All 

further data analysis was carried out using R software (ver. 3.4.0). 

Keywords: cross-validation, deterministic interpolation methods, groundwater quality 

parameters, prediction maps 

References  

Duchon J. 1977. Splines minimizing rotation invariant semi-norms in Sobolev spaces. 

Constructive theory of functions of several variables, W. Schempp and K. Zeller (eds.), 

Springer, Berlin, 85-100. 

Franke R., Nielson G. 1980. Smooth interpolation of large sets of scattered data. International 

Journal for Numerical Methods in Engineering 15: 1691-1704. 

Hardy R.L. 1990. Theory and applications of the multiquadric-biharmonic method. 

Computers & Mathematics with Applications 19: 163-208. 



48th International Biometrical Colloquium in Honour of the 90th Birthday of 

Professor Tadeusz Caliński and VI Polish – Portuguese Workshop on Biometry, 

Szamotuły, September 9-13, 2018 

11 

 

Li J. 2016. Assessing spatial predictive models in the environmental sciences: Accuracy 

measures, data variation and variance explained. Environmental Modelling & Software 

80: 1-8. 

Li J., Heap A.D. 2011. A review of comparative studies of spatial interpolation methods in 

environmental sciences: Performance and impact factors. Ecological Informatics 6: 228–

241. 

Rocha H. 2009. On the selection of the most adequate radial basis function. Applied 

Mathematical Modelling 33: 1573-1583. 

Shepard D. 1968. A two dimensional interpolation function for irregularly spaced data. Proc. 

23rd Nat. Conf. ACM: 517-523. 

Wackernagel H. 1998. Multivariate geostatistics. An Introduction with applications. 2nd 

completely revised edition. Springer. 

Webster R., Oliver M. 2001. Geostatistics for environmental scientists. John Wiley & Sons, 

Ltd, Chichester. 

Willmott C.J. 1981. On the validation of models. Physical Geography 2: 184-194. 



48th International Biometrical Colloquium in Honour of the 90th Birthday of 

Professor Tadeusz Caliński and VI Polish – Portuguese Workshop on Biometry, 

Szamotuły, September 9-13, 2018 

12 

 

How many indicator species are required to assess the ecological 

status of a river? 
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The presented research was focused on macrophytes, which constitute a primary 

element in the assessment of the ecological status of surface waters following the guidelines 

of the Water Framework Directive. In Poland, such assessments are conducted using the 

Macrophyte Index for Rivers (MIR). The aim of this study was to characterize macrophyte 

species in rivers in terms of their information value for the  evaluation of the ecological status 

of rivers. The macrophyte survey was carried out at 100 river sites in the lowland area of 

Poland. Botanical data were used to verify the completeness of the samples (number of 

species). In the research the information provided by each species is controlled. Entropy was 

used as a fundamental part of the analysis of information. This analysis showed that the 

application of a standard approach to study macrophytes in the case of rivers is likely to 

provide sample underestimation (with missing species). This may potentially lead to incorrect 

determination of MIR and thus result in a defective environmental decision. On this basis, a 

sample completeness criterion was constructed, using in which the average value of 

information for macrophyte species  in medium-sized lowland rivers is sufficient for the site 

to be considered as representative. 

Keywords: entropy, indicator taxa, information vector, macrophytes, Macrophyte Index for 

Rivers (MIR) 
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Regular D-optimal weighing designs with non-negative 

correlations of errors constructed from some block designs 
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In this paper, the issues related to the regular D-optimal chemical balance weighing 

design are considered. We study these designs under assumption: the measurement errors are 

equally non-negative correlated they have the same variances. Here we present the existence 

conditions of the regular D-optimal design and construction methods. 

Keywords: balanced bipartite weighing design, balanced incomplete block design, chemical 

balance weighing design, D-optimality 
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Effect of cultivar, crop management, location and growing seasons 

for grain yield of Triticale 
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Triticale (Triticosecale Wittmack) is obtained through the crossing of wheat (Triticum 

ssp.) and rye (Secale cereale L) and is characterized by high yield potential, good health and 

grain value, and high tolerance to biotic and abiotic stress. Poland is very important for 

breeding progress in triticale since it is home to most cultivars; numerous genetic studies on 

triticale have been carried out. Despite the tremendous interest of triticale, both by breeders 

and researchers, there are no studies assessing the adaptation of cultivars to environmental 

conditions across growing seasons. This study was conducted to investigate the influence of 

cultivar, management, location and growing season on grain yield. At the same time, this 

approach provides a new way to determine whether there is any dependency between the 8 

seasons and to find the cause of the yield response to environmental conditions in a given 

growing season. 

Keywords: cultivar and environmental interaction, growing seasons, linear mixed models 
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The problems of multivariate analyses (PCA and FA) of 

categorical - ordinal variables in sociology. Part B. 
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The Principal Component Analysis (PCA) and Factor Analysis (FA) are widely used 

statistical techniques in the psychological, social and educational sciences. In these scientific 

areas are analysed not only continuous variables but mainly categorical ones (i.e. binary, 

dichotomous, mainly ordered categories - ordinal variables). In practice most researchers treat 

ordinal variables with 5 or more categories as continuous. But ordinal variables (e.g. 

measured by Likert scales) with the few categories are analysed as categorical variables. The 

ordinal variables with many categories are often nonormal and also are characterized by 

nonhomonegenous in variability. There are various specific statistical approaches of analysis 

of these data, e.g. by Ordinal Factor Analysis (OFA). In our previous paper (Part A) was 

presented applications of OFA on the samples of averages of tests of psychology (analyses of 

various degrees of depression, anxiety, experiences of close relationships and emotional 

schemas), on the healthy and non-healthy patients from clinic in Slovakia. In the present 

paper are analysed by univariate and multivariate statistical methods (PCA, FA and OFA) of 

the knowledge of students by exam tests-marks in secondary (gymnasiums) education. 

Keywords: biometrics, categorical variables, education, multivariate analysis, sociology 
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The variability of the chlorophyll fluorescence parameters and 

their relationship with the seed yield and its components in the 

narrow leafed lupin (Lupinus angustifolius L.) 
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Narrow leafed lupin (Lupinus angustifolius L.) is one of the most important legume 

species and it plays a significant role in plant and animal production due to high protein 

content. The aim of this study was to assess the variability of the selected chlorophyll 

fluorescence parameters and their correlation with the seed yield and its components in 

narrow leafed lupin cultivars at the flowering and green leaf phases. In 2011-2016 field 

experiments with selected narrow leafed lupin cultivars were conducted (at 2 locations and 4 

replicates in 2011, at 4 locations and 6 replicates in 2012-2014 and at 2 locations and 3 

replicates in 2015-2016). In 2012-2016 chlorophyll fluorescence measurements in vivo plants 

in field conditions were made using the mobile fluorimeter HANDY PEA (Handy Plant 

Efficiency Analyser, Hansatech Instruments Ltd., King’s Lynn, Norfolk, UK). On the basis of 

the measured values, the parameters characterizing the energy conversion in photosystem II 

(PSII) were calculated using the fluorescent JIP test (Lazár 1999). Seed yield, number of 

pods, number of seeds per plant, number of seeds per pod and thousand seed weight were 

assessed on the basis of representative sample of plants from every plot. The variability of 

chlorophyll fluorescence parameters for individual cultivars of narrow leafed lupin over 

measurement terms was illustrated graphically. The results of the measurements were 

analyzed statistically independently for each year using the analysis of variance (ANOVA) 

under a linear model for randomized complete block design (Elandt 1964) and for a series of 

experiments under a mixed model usually used in such analysis (Cochran and Cox 1950). The 

analysis of correlations, the analysis of multiple regression (Draper and Smith 1973) and the 



48th International Biometrical Colloquium in Honour of the 90th Birthday of 

Professor Tadeusz Caliński and VI Polish – Portuguese Workshop on Biometry, 

Szamotuły, September 9-13, 2018 

18 

 

accumulated analysis of variance were applied in order to identify relationships between seed 

yield and its components and chlorophyll fluorescence parameters, using the MS EXCEL 

2016 program and the GENSTAT package (Payne et al. 1987). Based on statistical analysis, 

the five chlorophyll fluorescence parameters (Fv/Fm, psi0, P.I.csm, ETO/CS, ETO/RC) were 

selected for further research. Parameters defining the energy flows in terms of cross section 

and reaction center (ETO/CS and ETO/RC) were positively correlated with seed yield, 

number of pods and number of seeds per pod, and negatively correlated with thousand seed 

weight. Other parameters (Fv/Fm, psi0, P.I.csm) were negatively correlated with seed yield 

and thousand seed weight and generally positively correlated with number of pods and 

number of seeds per pod. The significant correlation between seed yield and ETO/CS and 

ETO/RC at the beginning of the green leaf phase suggests the direction of further research 

aimed at the elaboration of breeding method for seed yield using the mobile equipment. 

Measurements of photochemical activity of PSII showed a general decrease in all analyzed 

parameters, indicating poorer condition of leaves of narrow leafed lupin at the end of the 

growing season. Seed yield appeared to be a trait depending meaningly on chlorophyll 

fluorescence parameters. 

Keywords: chlorophyll fluorescence parameters, narrow leafed lupin, seed yield 
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Parallel Coordinates and Multivariate Functional Data in the 

Aspect of Correlation 
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Parallel coordinates is a widely used visualization technique for multivariate data and 

high-dimensional geometry. Parallel coordinates are constructed by placing axes in parallel 

with respect to 2D Cartesian coordinate system in the plane. This formulation provides a 

mapping of points to lines and vice-versa, what is named as the point-line duality (Inselberg 

1991). More generally, there is a curve-curve duality between Cartesian and parallel 

coordinates (Inselberg 2009). 

It is possible to represent the spatio-temporal data in parallel coordinates but the 

clutters produced by a large number of lines hide the patterns and correlations contained in the 

data.   The remedy for this problem is to analyze the data visualized in parallel coordinates as 

the multivariate functional data. The two aspects: Kendall’s dependence for ordered data and 

canonical correlation for continuous data in the context of parallel coordinates will be 

presented. 

Keywords: canonical correlation, functional data, Kendall’s correlation, parallel coordinates 
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In almost every human activity sectors worldwide, many workers are exposed to the 

psychosocial risks. Although these risks are not easy to identify (once they depend on many 

and varied sources as well as they may occur at every level of the organisations), their effects 

lead to higher costs in terms of workers’ health and safety, for the organization and for the 

society in general. The exposure to a work environment subjected to psychosocial risks have 

negative impacts in the social sphere, namely causing conflicts in work and poor family 

relationships. In order to assess the effects of psychosocial risks in the work-family conflicts 

of workers from a services Portuguese company, a survey was conducted through an adapted 

version of the Copenhagen Psychosocial Questionnaire (COPSOQ), with variables expressed 

in a Likert-type scale. Then, data were analysed using the Structural Equation Model (SEM) 

and the estimated model was obtained through the Partial Least Squares (PLS) approach 

(where a nonparametric bootstrap procedure was used to evaluate the statistical significance 

of the estimated path coefficients with PLS-SEM). The latent variables “recognition” and 

“quantitative demands” appear as predictors of “stress” and the last two are both direct 

predictors of “work-family conflict”. The occupational experts consider these results of great 

importance since they try to prevent workers’ health, avoiding bad work atmosphere, poor 

social relationships and absenteeism. 

Keywords: Health problems, Job stress, Psychosocial risks, Survey, SmartPLS 
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Nowadays, one of staple food sources is wheat. Its production requires good 

environmental conditions which are not always provided. Then, agricultural practices might 

mitigate the effects of unfavorable weather or poor quality soils. The environmental and crop 

management variables influence on yield can be evaluated only based on representative long 

term data collected on farms through well prepared surveys. In this work authors analyzed 

winter wheat yield variability, among 3868 fields, across the West and East side of Poland for 

12 years, dependence on both soil-weather and crop management factors using classification 

and regression tree (CART) method. The most important crop management variables which 

misuse can cause low yield of wheat are: the insufficient use of fungicides, phosphorus 

deficiency, not optimal date of sowing, poor quality of seeds, failure of the herbicides 

protection, no crop rotation and cultivars with unknown origin not suitable for the region. The 

environmental variables very important for obtaining high yields are: farms with large 

agricultural area (10 ha or larger), good quality soils with stable pH. This work allows to 

propose the strategies helping in more effective winter wheat production based on the 

identification of a specific region’s characteristics crucial for its cultivation. 

Keywords: classification and regression trees (CART), determinants of yield, farm data, 

winter wheat, yield modeling, 
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In this paper, the adaptation of the multivariate coefficient of variation to functional 

data is considered. Similarly to the coefficient of variation and its multivariate 

generalizations, the functional multivariate coefficient of variation (FMCV) may be helpful 

for comparing the relative variation in different populations or the performance of different 

equipments characterized by univariate or multivariate functional data. Some theoretical 

properties of the new functional data analysis method are discussed. By using the basis 

functions representation of the data, it is shown that the FMCV reduces to the multivariate 

coefficient of variation of a vector of coefficients of that representation, which results in 

effective computing of the FMCV. The performance of the classical and robust estimators of 

the FMCV is compared in finite sample setting by simulation studies. The new methods are 

illustrated on the ECG data. 

Keywords: dispersion measure, functional data analysis, multivariate coefficient of 

variation, robust estimation, variability measure 
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Big companies, such as Google, Facebook, nVidia, Apple and Toyota allocated 

recently huge amounts of money to Artificial Intelligence (AI) projects development using the 

promising novel technology called deep learning. For example, created by Google project 

called DeepMind is a self-learning system aimed at understanding the human’s brain. 

Deep learning technology, which is also called deep neural networks, is closely related 

to the AI’s original purpose – to mime human brain activities and teach machines to see, hear 

and understand like humans do. Deep network consists of layers of neurons. In traditional – 

shallow neural network, such as multilayer perceptron, there are usually only three or four 

cascaded fully connected layers – one input, one output and no more than two hidden layers 

of neurons, while deep networks are built of many layers of different types. The set and order 

of layers is called network's model, and is closely related to specific network purpose. Image 

recognition is a case where Deep-Belief Network (DBN) (Hinton, 2009; Hinton et al, 2006) is 

most often used. Multi-object recognition from images is commonly performed by 

Convolutional Neural Network (CNN) (LeCun et al, 2015). Both network architectures are 

capable to perform classification directly from the image, so no feature extraction is needed 

before model building. Sound (voice) recognition is usually performed using Recurrent 

Network, which is used also for time series prediction. 

In this work, deep learning is used to recognize pollen taxa based on microscopic 

images. The results show that the deep learning method gives quite good results in the 

difficult task of classifying objects directly from the images. In this case, the pollen expert's 

work during data preparation can be minimized. 

Keywords: biometrical data, classification, deep neural networks 
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The aim of the study was finding similar groups of birch pollen season in Lublin in 

2001-2016 based on the pollen seasons parameters such as start, end, duration, peak date, 

peak value and annual pollen sum. Cluster analysis was used along with an optimal number of 

clusters algorithms as well as principal components analysis. Seasons were grouped in three 

clusters: 1) characterized by the late start and short duration, 2) characterized by the late end 

and low concentration of pollen and 3) characterized by the early start,  long  duration and 

high concentration of pollen. 

Keywords: cluster analysis, optimal number of clusters, principal component analysis, 

pollen seasons 
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New developments and applications of Birnbaum-Saunders 

models 

VICTOR LEIVA, HELTON SAULO 

The Birnbaum-Saunders model is an asymmetrical statistical distribution that is being 

widely studied to describe data collected in diverse areas. We discuss new developments and 

applications of Birnbaum-Saunders modes. A formal motivation is presented, by means of the 

proportionate-effect law, to use the Birnbaum- Saunders model as a useful distribution for 

environmental, engineering, medical and neurological variables. The methodologies discussed 

in this work include several types of approaches. Applications with real-world data sets are 

carried out for each discussed methodology. 
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Main purpose of the paper was model fitting of data deriving from a three-year 

experiment with barley malt. Two linear models were considered. They are fixed linear model 

with fixed effects of years and other factors and mixed linear model with random effects of 

years and fixed effects of other factors. Two cultivars of brewing barley, Sebastian and 

Mauritia, six methods of nitrogen fertilization and four germination days terms were analysed. 

Three quantitative traits: practical extractivity of the malt, a malting productivity, and a 

quality coefficient Q have been observed. The initial point for the statistical analyses was an 

available experimental material, which were barley grain samples destined for the malt. These 

analyses were performed in the series of years with respect to fixed or random effects of 

years. Due to a strong differentiation of the years of research and some significant interactions 

of factors with years, annual analyses were also carried out. 

Keywords: complete randomized design, fixed linear model, mixed linear model, HSD 

Tukey’s test, brewing barley, extractivity, malt, malting productivity, quality coefficient 
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For data obtained by gas chromatography coupled with mass spectrometry (GC–MS), 

concerning the drought resistance in barley, the problem of characterization of a covariance 

structure is considered with the use of two methods. The first one is based on Frobenius norm 

and the second one on the entropy loss function. For the most commonly used covariance 

structures: compound symmetry, three-diagonal and penta-diagonal Toeplitz and 

autoregression of order one, the most relevant structure for the Frobenius norm is the penta-

diagonal Toeplitz matrix whilst for the entropy loss function – compound symmetry structure 

(cf. Mieldzioc et al. 2018). Discrepancies obtained from the regularization are relatively large, 

therefore, we continue regularization of the covariance matrix with the use of hierarchical 

clustering and heatmaps. We show that for Frobenius norm regularization method a block 

portioned structure with compound symmetry diagonal blocks is better choice. 

Keywords: autoregression matrix, banded Toeplitz matrix, compound symmetry matrix, 

covariance structure, entropy loss function, estimation, Frobenius norm, regularization 
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Unrepeated experimental designs like Randomized Complete Block Designs, 

Incomplete Block Designs, split-plot designs are probably the most widely used experimental 

designs. Despite many advantages they suffer from one serious drawback: In a common linear 

model there is no test on interaction effects in ANOVA, as there is only one observation for 

each combination of a block and factor effects. 

Several people tried to overcome this problem by using some additional restrictions to 

the model. None of these methods are used in practice, especially as most of them are non-

linear. A review on such tests is given by Karabatos [2005] and Alin & Kurt [2006]. 

Here a new method is introduced which permits a test of interactions in non-repeated 

designs. The underlying models  are linear and identical to those of common factorial designs. 

A big addvantage of the propoesed model is, that one can use any common statistical 

program packages like SAS, SPSS, R ... for analysis by doing a few additional calculations. 

Keywords: unrepeated designs, block designs, interaction, power 
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Having a genomic DNA sequence, k-mers are all the words of a given length k 

contained in this sequence. This simple tool is commonly and widely used in biological big 

data analysis: in sequence assembly, sequence alignment, checking quality of data, barcoding, 

genome size estimation, analysis of k-mer spectrum and much more.  

This presentation will be a short overview of k-mers, containing basic notions and 

applications. At first we will explain what k-mers are and we will list some areas in scientific 

research where k-mers appear. Then we will describe how are they applied in biology and 

give a few "step by step" examples. We will also talk about how to choose a proper k and how 

changing k affects the results of calculations. We will give some examples showing this 

dependence.  

At the end we will discuss advantages and disadvantages of k-mers - why do they 

work well in some areas and in some others not sufficiently, so that they have to be improved 

by additional parameters. 
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This work is based on a real experiment on Aniba Rosaeodoro in the Central 

Amazônia, under a reforestation program. A Factorial Block Design with Counfounding was 

used to compare the behaviour of three different fertilizers, nitrogen, phosphorus and 

potassium. For the three fertilizers three different levels were considered and the experiment 

was located in the region of Maués-AM-Brazil. On computations we used SAS and language 

R, mainly the package Agricolae. 

The results analysis indicate that the experimental technique was effective in 

discriminating between the fertilizers and at the same time it allowed to reduce the 

experimental area and the cost of deployment. 

Keywords: Confounding, Experimental Design, Factorial Block Designs, Reforestation 
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Big Data (BD), have potential to evaluate and enhance decision-making process and 

recently attracted strong interest from academics and practitioners. BD became the new 

paradigm in the world of information collection and analysis. BD is generally characterized 

by five dimensions: volume (the number of observations, attributes and relationships), variety 

(the diversity of data sources, formats, media and content), velocity (production speed and 

data change), veracity (quality, origin and reliability of data) and value. Big Data Analytics 

(BDA) is increasingly becoming a trendsetter that many organizations are adopting for the 

purpose of building valuable BD information. Disciplines such as Computer Science, 

Engineering and Statistics play a fundamental role in the analysis of BD, each with its own 

specificity, but all equally important. In this talk we will discuss the essential role of 

Statistical Modelling in this new world of BD and BDA, illustrating how Statistics and BD 

denote a crucial union. We will start with an introduction of BD and the several existing 

definitions and associated concepts. This presentation focus also on the research we are 

currently trying to implement using "Big Data" solutions in the online teaching system at 

Universidade Aberta, in order to monitor this system of education and to improve results. 

Keywords: Big Data, Big Data Analytics, E-learning, Statistical Modelling 
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Evaluation of relationships between grain yield of cereals and 

vegetation indices based on satellite data from MODIS 
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Remote sensing data acquired from satellite sensors can be useful for evaluation of 

crop monitoring at various spatial scale (Sakamoto et al., 2014). One of the satellite sensor 

which is used for worldwide monitoring of crop status and yield prediction is MODIS which 

operates on Terra and Aqua satellites. For evaluation of crop status vegetation indices are 

used. One of the most important vegetation index is NDVI (normalized difference vegetation 

index) which is calculated on the basis of red and near infrared spectral bands (Rouse et al. 

1973). For the analyses NDVI from MODIS at spatial resolution 250 m was used. Data from 

years 2012-2016 for period from beginning of March to the end of June at one week interval 

were used for the analyses. Grain yield of cereals was obtained from Central Statistical Office 

(GUS 2012-2016). Relationships between NDVI from subsequent measurements and grain 

yield of cereals were evaluated using analysis of regression on the basis of averaged data for 

16 provinces (voivodeships) of Poland. The strongest relationships were observed for NDVI 

acquired in the and of May and in the beginning of July. Relationships for NDVI acquired in 

early spring or in the end of June were very weak. It means that forecasting of grain yield of 

cereals using satellite data for Poland is possible only for quite short period. 

Keywords: analysis of regression, cereals, grain yield prediction, remote sensing, vegetation 

indices 
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The inflammation of gingiva, usually refered as gingivitis or gum disease, is a highly 

prevalent disease, see Stamm (1986). If left untreated, it may progress and evolve to 

periodontitis, a more destrutive form of periodontal disease. The presence of bleeding, on 

periontal probing, is an objective sign of gingivitis and indicates a high risk of periodontitis. 

The magnitude of bleeding has the potential to be an indicator of gingivitis severity. To assess 

the magnitude of  bleeding we propose a measuring method based on the capillary action of 

blood by paper tips, used to dry the tooth canal during the endodontic treatment. An 

experimental study was conducted by using 200 paper tips of two different brands with 

calibers ranging from 50 to 80. Ten identical paper tips were randomly grouped and immersed 

in 3 mm deep defibrinated horse blood during 5 and 10 seconds. Each paper tip was weighed 

with a precision scale Kern ALJ160-4A. An authorisation of the ethic committee was 

obtained before the experimental procedures. The mean blood absorption of the paper tips 

was modeled by generalized linear models, see McCullagh and Nelder (1989) according with 

brand, caliber and immersion time. The homogeneity of each group of ten paper tips was 

assessed by the post test coefficient of variation. The results showed that the amount of 

absorved blood varied with brand, caliber and time of immersion and, moreover, that the 

paper tip of brand A and caliber 80 was the most homogenous and the most absorvent, at the 

significance level considered. 

Keywords: capillary action, generalized linear models, gengivitis 
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Non-pharmacological motor-cognitive treatment to improve the 

mental health of elderly adults 

JAVIERA PONCE, VICTOR LEIVA 

The objective of this paper is to propose a program of physical-cognitive dual task and 

to measure its impact in Chilean institutionalized elderly adults. We use an experimental 

design study with pre and post-intervention evaluations, measuring the cognitive and 

depressive levels by means of the Pfeiffer test and the Yesavage scale, respectively. The 

program was applied during 12 weeks to adults between 68 and 90 years old. The statistical 

analysis was based on the nonparametric Wilcoxon test for paired samples and was contrasted 

with its parametric version. The results were obtained with the statistical software R, which 

showed statistically significant differences in the cognitive level (p-value < 0.05) and highly 

significant (p-value < 0.001) in the level of depression with both tests (parametric and 

nonparametric). Due to the almost null evidence of scientific interventions of programs that 

integrate physical activity and cognitive tasks together in Chilean elderly adults, a program of 

physical-cognitive dual task was proposed as a non-pharmacological treatment, easy to apply 

and of low cost to benefit their integral health, which improves significantly the cognitive and 

depressive levels of institutionalized elderly adults. 
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Distribution of the product of two normal variables. 

A state of the art. 
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This paper presents a study of the evolution the characterisation of the product of two 

normal distributed variables. From the first studies in the middle of the XX Century until the 

most recent references from this decade. Until now, existence of a unify theory of the product 

was not proved. Partial results present the scope the product using different approaches: 

Bessel Functions, Numerical Integration, Pearson Type distribution…. 

Keywords: Gaussian Distribution, Product, Bessel Function, Rohatgi’s Theorem 
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Breeding value of selected blackcurrant (Ribes nigrum L.) 

genotypes for fruit yield and its quality 
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The study was conducted at the Experimental Orchard in Dąbrowice, belonging to the 

Research Institute of Horticulture in Skierniewice, Poland. The aim of the research was to 

assess the breeding value, based on the effects of general and specific combining abilities 

(GCA and SCA), of 15 parental genotypes of blackcurrant in terms of fruit yield and its 

quality. The plant material consisted of seedlings of F1 generation obtained by crossing, in a 

factorial mating design, twelve maternal (‘Bona’, ‘Big Ben’, ‘Chereshnieva’, Kupoliniai’, 

‘Gofert’, ‘Tines’, ‘Sofievskaia’, ‘Tihope’, ‘Ores’, ‘Ruben’, ‘Titania’ and D13B/11 clone) and 

three paternal cultivars (‘Ceres’, ‘Foxendown’ and ‘Saniuta’). It was found that the cultivars, 

‘Ruben’ and D13B/11 had significantly positive effects of general combining ability (GCA) 

for fruit yield. ‘Saniuta’ and D13B/11 had the positive GCA effects for fruit weight. For 

‘Chereshnieva’, ‘Kupoliniai’ ‘Gofert’, ‘Tines’, ‘Sofievskaia’, ‘Tihope’, ‘Titania’, ‘Ceres’ 

and Saniuta’ positive GCA effects were estimated for soluble solids content, whereas 

‘Kupoliniai’, ‘Ruben’, ‘Sofievskaia’, ‘Titania’, ‘Ceres’, ‘Gofert’ and ‘Ores’ had positive 

GCA effects on the ascorbic acid content in fruit. The significantly positive values of 

specific combining ability (SCA), estimated for the following crossing combinations: ‘Ruben’ 

× ‘Foxendown’, ‘Titania’ × ‘Ceres’, ‘Tihope’ × ‘Foxendown’, ‘Kupoliniai’ × ‘Saniuta’, 

‘Gofert’ × ‘Foxendown’, ‘Big Ben’ × ‘Saniuta’, ‘Gofert’ × ‘Saniuta’ and ‘Tines’ × ‘Ceres’ for 

at least two traits describing fruit yield and its quality, were evidence of the interaction of both 

these parental genotypes in the creation of new dessert type cultivars of blackcurrant. 

Keywords: breeding value, GCA, hybrid family, SCA, trait 
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R in the statistical analysis for life scientists 
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We present a book intended for all beginning programmers and statisticians who want 

to learn the basics of computational and graphical capabilities of the R platform used in 

statistics. The manuscript contains examples of scripts written in R and their implementations, 

mainly concerning issues from the field of life sciences. The reader has the opportunity to 

learn the basics of the R language and learn how to create meaningful visualizations. We 

present statistical issues solved with the help of R. After reading the content and following 

examples, the reader will be able to create high-quality figures and solve statistical problems, 

such as testing or regression. 

Keywords: R, regression, RStudio, testing 



48th International Biometrical Colloquium in Honour of the 90th Birthday of 

Professor Tadeusz Caliński and VI Polish – Portuguese Workshop on Biometry, 

Szamotuły, September 9-13, 2018 

42 
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slaughter characteristics of geese 
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About 95% of the total goose meat production in Poland is exported within the product 

group meat and poultry products, the majority of them are the whole carcass – about 67% 

based mainly on White Kołuda goose®. Whereas for the Polish consumer important 

distinguishing features when buying poultry meat are price, carcass size, availability of 

separate elements as well as visual characteristics and above all fatness (Buzała et al., 2014). 

It seems that good breeding material for production fattening geese on the national market are 

regional varieties, which are currently kept in conservative flocks (Kapkowska i in., 2011; 

Lewko i in., 2017). 

The experimental material was meat geese of three breeds (288 birds in group): White 

Kołuda (W-31), Pomeranian (Po) and Kielecka (Ki) in sex ratio 1:1 for 17 and 21 weeks, 

under technological conditions of conventional oat fattening. 

A total of 19 characteristics were analysed statistically which were divided into two 

groups: measured and countable. The characteristics measured (g) included 11 parameters: 

body weight before slaughter and weight of: carcass, breast muscles, leg muscles (thigh and 

shank), abdominal fat, skin with subcutaneous fat, neck without skin, skeleton with muscles 

back, wings with skin and total muscle weight (breast and leg muscles) as well as the value of 

the sum of the neck, skin, skeleton and wings masses (broth elements). The countable features 

included 8 characteristics (%): dressing percentage – carcass weight/body weight before 

slaughter, meatiness – muscles in total/carcass weight ratio and weight of the abdominal fat, 

of the skin with subcutaneous fat, the neck without skin, the skeleton with muscles back, the 

wings with skin as well the value of the sum of the neck, skin, skeleton and wings masses in 

relations to the carcass weight. 
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The results were statistically analysed using the R package (R  Core Team, 2013). In 

the first phase of analysis used Shapiro-Wilk test to verify the assumption of normality of 

random variabes distributions describing the above features. For analysis of characteristics for 

which the assumption of normality was fulfilled used three-way analysis of variance, although 

the factors were sex, breed and length of rearing. Traits were analyzed using single-trait 

events model, separately for each features. The assumption of homogeneity of variances in 

particular groups were checked using Bratlett test and in no case there were no grounds for 

rejecting the hypothesis of homogeneity appropriate variances. The significance of sex, breed 

and term on variability of these traits, for which the hypothesis of normality was rejected, 

were tested by Kruskal-Wallis test and as a factor used combination of the form: 

sex_breed_term (12 levels). Furthermore was applied approach using so-called “aligned rank 

transform” available in the package ARTool for software R (Wobbrock et al., 2011). 

It has been shown that the only significant interactions is sex x breed for the weight: 

before slaughter, abdominal fat, wings and proportion of broth elements in carcass as well as 

sex x term only for the last-mentioned features. The carcasses of Kielecka and White 

Kołuda® geese were characterized by a significantly higher content of broth elements after a 

shorter period of rearing (17 weeks). W-31 geese receive significantly more favourable values 

for most slaughter parameters compared to conservative flocks (Ki and Po). The exception is 

abdominal fat and skin with subcutaneous fat content and meatiness. 

Keywords: breed, goose, meatiness, rearing, sex, slaughter quality 
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This paper puts forward a new flexible distribution, which is called the two-piece 

power-normal distribution. Cumulative distribution function and probability density 

functions, quantiles, mean, variance, skewness, kurtosis, order statistics, random number 

generator in the paper are studied. The problem of obtaining the maximum likelihood 

estimates is shown. A numerical example describing skewness and kurtosis of distribution is 

presented. Finally, an appropriate measure to compare the flexibility of various distributions 

using skewness and kurtosis is proposed. 

Keywords: flexibility of distribution; maximum likelihood estimator; random number 

generator; skewness and kurtosis; two-piece normal distribution 
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crossbreeding in winter wheat cultivation (T. aestivum ssp. 
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An analysis of the impact of the genetic origin of 1966 varieties and winter wheat 

strains on grain yielding was performed based on the results of field experiments located in 6 

to 10 localities from 2004 to 2017. The offspring of 1136 objects obtained as a result of single 

crosses (AxB) and 603 objects obtained as a result of compound crossbreeds (A*B)*C or 

(A*B)*(C*D) were studied. On this basis, an attempt was made to assess the effectiveness of 

the selection of parental components: mothers and fathers in obtaining high yield potential in 

the offspring. Before the analysis, the yield of the objects was “corrected” by subtracting or 

adding from the crops of the tested varieties the deviation of the average yields of the 

reference varieties from the general average. It was found that the most-used parental 

component was the winter wheat variety - Tonacja, both as a mother (32 times) and father (56 

times). Her offspring with other varieties yielded high but not record high. The highest yield 

in the offspring was obtained using the Legenda - 114.9 dt/ha variant of winter wheat used in 

10 combinations, and the most fertile father turned out to be the Zyta winter wheat variety - 

119.4 dt/ha used in 8 cross-breeding combinations. However, both "the longest components" 

have not been crossed. The most valuable object of winter wheat in the analyzed material 

turned out to be the line: STH 5295/1 (119.4 dt/ha) bred in 2014 as a result of selection of 

plants obtained from the simple A*B cross-breeding combination i.e. (MIB295*ZYTA). 

There was no significant impact on the yield of selected winter wheat crops of the type of 

crossings used. 
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Taking into account the risk factors of pediatric hypertension, it is important to 

evaluate the pediatric arterial hypertension prevalence and the caregivers Knowledge about 

this disease. In [Teodoro 2017] was done a first approach implementing and analyzing 

statistically an experimental and simple questionnaire including 5 questions with dichotomous 

answers where some social demographic characteristics were related related with the 

hypertension literacy lev el. An improved questionnaire applied to children caregivers and 

filled online was completed later using some multivariate techniques. At present, we obtain 

estimates about the childhood hypertension prevalence in several regions of Portugal. As 

preliminary approach [Teodoro 2019], we have performed an analysis of variance. The results 

evidences significant differences of high blood pressure prevalence between girls and boys; 

also the children’s age is a significant issue to take into consideration.  We are still going on 

with the estimation of some models using generalized linear techniques and  mixed models. 

Keywords: analysis of variance, caregiver, general linear models, pediatric hypertension, 

questionnaire, statistical approach 
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Foresters are interested in the methods of determining the characteristics of forest 

stands, in particular, relevant in terms of the inventory growing stock volume as the above 

ground volume of living stems. In order to reduce the costs of forest inventory and increase 

accuracy, various methods are used, including the laser scanning technique LIDAR (Light 

Detection and Ranging). Airborne Laser Scanning (ALS) is used for rapid examination of 

large forest areas. The basic product of the ALS is a cloud of points with known spatial 

coordinates, which are the places of reflections of laser beams from obstacles encountered. On 

the basis of spatial coordinates for the separated segments, representing single tree, within a 

grid cell, the values of traits used for wood volume modeling are determined. In order to 

validate the model, ground-based growing stock volume measurements are also needed. These 

measurements are made at sample plots in the examined forest stand using traditional caliper 

and ultrasonic hypsometer to obtain tree diameter and height parameters.  

The aim of the presented research is to estimate the average growing stock volume 

based on three traits obtained from ALS data: average maximum height of the segments in the 

grid cell, the sum of the maximum height of the segments in the grid cell and the sum of the 

segments area in the grid cell. 

Combining terrestrial and ALS measurements, linear and non-linear regression models 

were determined using the GLIMMIX procedure in SAS. The models considering only fixed 

effects and models with fixed and random effects (grid cells) were taken into account. Of 
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these, two were selected: the first model with fixed effects with a determination coefficient of 

70.12% and the second, including a random effect, with a determination coefficient of 

91.86%. Both models can be used to estimate the average growing stock volume of forest 

stands. However, the advantage of the first model is known methodology for calculating the 

estimation error. The second model, despite a better fit, is less useful, because the method of 

determining the estimation error is unknown. 

Keywords: ALS data, LIDAR, non-linear regression, wood volume 
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Underestimated lesser-known species often prove to be a very attractive object of 

research. For example, they adapt very well to various marginal growing conditions, e.g. 

highlands, arid areas, salt-affected soils, etc. Some species of the genus Lathyrus may be 

examples of such crops. In this study the species and their accessions were compared as 

regards to coefficients of variation. A considerable degree of variability is important to 

breeders of new varieties, since the chance of obtaining new cultivars significantly different 

from established varieties is thus increased. Thus the coefficients of variation were compared 

using both visual and statistical methods, with those highest in value being of greatest interest. 

The highest variability of 100 seeds weight was noticed in species L. aphaca, L. clymenum, L. 

hirsutus. 

Keywords: Andrews curves, coefficient of variation, linear discriminant analysis, nonlinear 

kernel discriminant analysis. 


